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Abstract: This article discusses digitization weaknesses, biases, and mal-
functions to challenge popular, almost hegemonic visions of contemporary 
technologies. By focusing on examples provided by recent mediated cases, 
controversies, and critical research about biases, we aim to propose an 
analysis of anything digital starting from its vulnerabilities, to look beyond 
polarized deterministic views, both optimistic and pessimistic. The article 
generates from the thematic track: “Weak Systems. Exploring bias, bugs 
and the vulnerability of digitization” that took place at the VIII STS Italia 
Conference. The panel brought together scholars from different back-
grounds, including STS, history of technology, sociology of communication 
and critical data and media studies to discuss instances of technological 
weaknesses in various contexts. The article sums up some of the panel 
takeaways and pleas for a cooperative and interdisciplinary effort focusing 
on “weak systems”. 
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1. Introduction: From Powerful Systems to Weak Systems 

 
This article considers popular narratives of digital technologies, their 

origins and rationales aiming to advance a critical take on how these narra-
tives come to become hegemonic. In particular, the article will challenge 
popular narratives of anything digital based on quasi-sublime and deter-
ministic visions and cultures, advancing a focus on technologies’ inner vul-
nerabilities, biases and material and design limitations. We will argue that 
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a stronger focus on technologies’ weaknesses and vulnerabilities would 
bring beneficial insights to the current debates around digitization and its 
social and political impacts by bypassing polarized takes.  

Since their birth, in fact, the rhetoric surrounding digital media and 
digital infrastructures has been constantly characterized by two main ideas. 
On the one hand, a long series of neologisms and metaphors have conveyed 
the idea of contemporary and future digital infrastructures as immaterial if 
not transcending worlds. Think for example at the early visions of the In-
ternet as an “Intergalactic network” (Licklider 1963) or at the promises of 
the “cyberspace” (Mosco 2004). Or think of the recurring metaphor – 
harshly criticized, though still persistent - of “the cloud” (Peters 2015), up 
to the most recent techno-utopian dream of the “Metaverse” promoted by 
Mark Zuckerberg. Beside the political, ideological, or even metaphysical 
implications of this rhetoric (Natale and Pasulka 2019; Bory 2020), the so-
cial imaginary has been fiercely driven to think of infrastructures as distant, 
self-sufficient, and intangible means. On the other hand, companies, gov-
ernments, and stakeholders have long characterized digital technologies 
through a series of adjectives and nouns evoking a sense of power, magnif-
icence and reliability. Think at the unstoppable shift from mainframes to 
supercomputers or at the spread of the so-called information superhigh-
ways in the 1990s, the never-ending idea of a digital revolution, or the al-
ways imminent arrival of strong AIs (or again super-intelligence). Through 
these concepts, alterity and powerfulness, the term “digital” goes hand in 
hand with the idea of a distant and uncontrollable, but stable, efficient, and 
reliable system. As the sociologist Pierre Musso (2003) argues in his histor-
ical analysis of networking, this kind of rhetoric has both a fictional and 
functional implication. A system must be both narrated and perceived as 
strong and reliable. In other words, in our contemporary society, compa-
nies and providers need to instill trust in users and users need to blindly 
trust providers, otherwise any essential service would collapse or be re-
placed. Notably, infrastructures must be “off the radar, below notice, or 
off stage” (Peters 2015, 36); they must be strong, stable and reliable, allow-
ing us to live our everyday lives with no concerns about the streets we walk 
on, the quality of the water we drink, and the data we access and share. 

 
 

2. The Internet of Our Discontent and the Raise of Critical 
Takes 
 

Today, after decades in which enthusiastic (if not ecstatic) visions of 
digitization have prevailed in the public sphere, critical scholars have chal-
lenged the propensity of digital technologies to strengthen individuals’ pro-
tection and the democratic organization of societies. The Snowden case 
and the turmoil following the Cambridge Analytica (CA) controversy, for 
example, have inspired debates and discussions about Internet surveil-
lance, the perils of the data economy and the potential “weaponization” of 
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social media platforms for political influence and propaganda goals. At the 
same time, the once supposed “horizontal” architecture of the Web has 
been clearly subverted by centralizing actors such as digital media corpo-
rations and national governments who exercise an immense power on our 
choices (Morozov 2011; Zuboff 2019). Moreover, the frequency in the use 
of the “black box” metaphor (Pasquale 2015) to define anything data or 
digital has increased significantly. Corporate algorithms are now defined as 
such, together with other controversial areas of datafication, such as sur-
veillance, algorithmic manipulation, or machine learning. Per se, black 
boxes are socio-technical apparata capable of seeing and sensing all around 
them, without revealing enough information about their inner mechanisms. 
Not surprisingly, the metaphor works nicely when it comes to define how 
digital power is exercised by technological companies and other powerful 
actors, which are usually extremely successful in masking their actions, pol-
icies and dynamics behind veils of technical opaqueness and legal protec-
tions. As Ronald J. Deibert argues (2013, 5-9), never before have we known 
so little about how technology works, as we are actively discouraged from 
“developing a curiosity about and knowledge of the inner workings of cy-
berspace.” Thus, it comes with little surprise that whistleblowers and leaks 
have taken a crucial public role in opening and exposing some of these 
black boxes, starting from Facebook (Olesen 2020). Overall, notwithstand-
ing enthusiastic visions of the digital have been – at least in academia and 
in the media – completely overturned, the idea of digital media and infra-
structures as strong and powerful has been rarely put into question1.  

Our aim here, as for the track we organized at the VIII STS Italia con-
ference, is to look at digital media and infrastructures rather than through 
their strengths and power, through their vulnerabilities. From their side, 
STS have long been interested in the relationship between materiality and 
vulnerability, for example when addressing the relevance of repair and 
maintenance for the very existence of technical artifacts and infrastructures 
(Denis, Mongili and Pontille 2015; Russell and Vinsel 2018). More than a 
decade ago, in an article titled “The vulnerability of digital culture”, Weibe 
Bijker already argued that “vulnerability is an inevitable characteristic of 
technological culture” but also that any vulnerability “is socially con-
structed as much as facts and artifacts are” (2006, 55-56). In line with 
Bijker’s stance, we argue that understanding digital media and infrastruc-
tures as “weak” may help scholars to overcome the polarization of the 
goodness or evilness of technology. In our opinion, this peculiar perspec-
tive should start from analysing biases, bugs, and errors as essential ele-
ments of the systems we live by. Although some of these vulnerabilities ap-
pear in public discourse following incidents such as data breaches, outages, 
leaks, hacks, and other disruptive occurrences, sometimes they can also be 
the symptoms of more rooted phenomena and problems. For instance, the 
kind of problematic third-party data sharing that was at the core of the CA 
case was not an isolated incident, while actually a legitimate part of the 
Facebook business model at the time of the events. As many observers have 
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noted, the CA case was caused by a feature rather than a bug (AccessNow 
2018). This point opens up interesting theoretical questions about almost 
two decades of hegemonic positivistic and deterministic takes on digitali-
zation: have they been so “pervasive” to transform any discourse around 
digital things going wrong into an accident disrupting otherwise efficient 
and safe technologies and infrastructures? 
 
 
3. Bubblegum and String: Infrastructural Spectacular 
Failures, Weaponization and Inherent Vice 
 

Recent international media events have brought more attention on the 
vulnerabilities, bugs and errors of digitalization, shedding light on how 
these powerful systems can be weak and prone to malfunction. The global 
Facebook outage that occurred in October 2021 has definitely been one of 
the most interesting cases of this kind. As the web infrastructure and web-
site security company Cloudflare wrote commenting the events (Martinho 
and Strickx 2021), seeing Facebook “disappearing from the Internet” has 
been probably the most explicit of these cases showing the existential 
weaknesses of today’s digital infrastructures. As cybersecurity expert Eva 
Galperin noted, the accident also shown how “the internet is held together 
with bubblegum and string”2, echoing recurring concerns about the stabil-
ity and strengths of the Internet infrastructure. It is interesting to stress 
how the Facebook outage was caused completely by an internal mistake 
that occurred during a routine maintenance operation that disconnected 
Facebook data centers globally. In all its spectacularity, the biggest and 
richest global social network went completely offline by a rare but banal 
configuration mistake, underlining the hollowness of any “sublime” or 
“magical” view of digital infrastructures, the cloud or social networking at 
large. Other incidents had different origins. In 2016, for instance, the Mirai 
botnet brought interesting insights for a meta-analysis of the weaknesses of 
digitalization. Infrastructure company Dyn, offering DNS services to a set 
of major US clients, including Netflix, Amazon and PayPal among others, 
was targeted with a massive, distributed denial-of-service (DDoS) cyberat-
tack, aimed at disrupting online services managed by Dyn. The result was 
a global outage that made enormous parts of the Internet unavailable for 
hours. While DDoS attacks are all but rare, this one was a peculiar one, as 
it was caused by a remotely controlled botnet of infected hijacked Internet 
of things (IoT) devices, such as printers, home appliances and security cam-
eras (DeNardis 2020, 5-8). The malware Mirai was behind the infection of 
the devices involved in the botnet and it was created with the explicit aim 
of exploiting vulnerabilities in the devices’ security, which is a topic of huge 
discussion in the field of IoT, given its usual low security standards (Bunz 
and Meikle 2018, 122). The Mirai botnet of zombie infected devices is so 
peculiar because it shows how inner digital vulnerabilities (i.e., weak 
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security standards) can be exploited remotely to launch attacks to the vul-
nerable Internet infrastructure. 
 
 
4. “Mind” Vulnerabilities: Inside AI and Facial Recognition 
Shortsightedness 
 

Vulnerabilities are not only a distinctive feature of digital infrastructures. 
If we adopt a simple and outdated analogy, the infrastructural “body” of dig-
ital systems is as weak as their “mind”. For example, beyond the recurring 
myth of an upcoming superintelligence, humans’ everyday life is constantly 
confronted with the biases and shortcomings of contemporary artificial in-
telligence such as voice assistants, facial recognition, social bots and compan-
ion robots. As scholars from different fields like anthropology, sociology, me-
dia and communication studies and STS have aptly shown, contemporary 
AIs often embeds the very same cultural biases and weaknesses of contem-
porary societies. Recent studies and critical enquiries have stressed how rac-
ism, deception, and western-centered behaviors and beliefs are among the 
many deficiencies of artificial intelligence, just like in our unequal and biased 
social world (Barassi 2020; Crawford, 2021; Crawford and Paglen 2021). 
This is clearly visible with facial recognition, one of the current most contro-
versial applications of AIs, whose usage in various contexts has shown the 
existence of racial and gender biases in how the technology operates 
(Castelvecchi 2020). An influential study by Joy Buolamwini and Timnit Ge-
bru (2018), for instance, underlined the presence of skin-type and gender 
biases in at least three commercial facial recognition systems. Similar results 
have emerged from further research and the available literature in this area 
is now extensive, as suggested by a comprehensive literature review by Khalil 
et al. (2020). Reasons for the presence of these persistent biases in facial 
recognition have to be found predominantly in the training materials that 
these systems are built upon and, in particular, in “internet-scraping at 
scale”, the most frequently used approach to build large datasets for training 
facial recognition systems. These datasets, according to an Alan Turing In-
stitute report, “have largely reflected the power relations, social hierarchies 
and differential structures of privilege that have together constituted the so-
ciocultural reality from which those data were extracted in the first place” 
(Leslie 2020, 17-18). The profound ethical implications of biases in facial 
recognition, though, can also have severe civil rights consequences, especially 
when facial recognition is deployed as a law enforcement and security strat-
egy in public spaces. In 2020, Robert Julian-Borchak Williams, a black man 
from the Detroit area, was wrongfully arrested after being falsely “recog-
nized” by a facial recognition system in a CCTV footage (Hill 2020). The 
repressive and social sorting-oriented repercussions of facial recognition are 
even more explicit in China, where the technology has been used to target 
the oppressed Uighur minority. For instance, a 2020 Washington Post 
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investigation (Harwell and Dou 2020), based on internal documents, showed 
that a facial recognition software capable of sending automated “Uighur 
alarms” to the authorities had allegedly been tested in China. Yet, racial bi-
ases have emerged also in the application of other machine learning / AI ap-
plications, such as search algorithms: Safiya Umoja Noble’s research work, 
among others, has demonstrated the existence of clear racist biases reinforce-
ment and replicas in how commercial search engines like Google work, 
whose outcomes end up discriminating against minorities and black women 
in particular (Noble 2018, 64-110). 
 
 
5. Conclusion: Joining Critical Voices to Unveil Digital 
Vulnerabilities 
 

Especially in light of these profound ethical and societal concerns, 
deepening our understanding of the weaknesses and vulnerabilities of the 
“body” and the “mind” of contemporary digital systems means to reverse 
both the enthusiastic and the critical perspectives which indiscriminately 
accept the power of technology and its capacity of transcending human 
agency and social responsibility. Notably, by looking at weak systems 
scholars and policy makers can interrelate technological advancements and 
data infrastructures with human features and values to detect, acknowledge 
and even contain the very human errors embedded in contemporary socio-
technical systems. To think about the weakness and vulnerability of digital 
systems such as the Internet and AI is essential to understand how such 
systems, just like human societies, are quite far from reaching perfection, 
but they are, and they must, be mutually perfectible. On a broader societal 
level, though, a question about how technologies reach the public and how 
they get transformed into “narratives” remains unanswered. In particular, 
the role of media in perpetuating discourses and how they are created re-
quires further scrutiny. For example, so far research conducted in the UK 
has shown how the public narrative of AI systems is predominantly driven 
by corporate and industrial interests and voices (Brennen, Howard and 
Nielsen 2018). Scholars and critical voices, by stressing and unveiling the 
vulnerabilities of weak systems, have the opportunity – and the duty – to 
influence and change these narratives. However, in order to counterbal-
ance the overreaching voice of corporate actors, the inner weakness lying 
in academic fragmentation and disciplinary boundaries should be (respect-
fully) assessed and overcome. This article, which is a first result of the fruit-
ful interdisciplinary panel we organized during the VIII STS Italia confer-
ence, is a first, short, step in such direction. 
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